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Abstract—In recent years, due to the prevalence of online textual advertisements, increasing businesses recognize their huge
potential in product promotion. The high-quality textual content has been empirically shown to have a substantial impact on consumers’
attitudes and decisions. As a result, persuasive tactics play an essential role in online textual advertisements, which are employed to
increase the attractiveness, and sequentially increase the conversion rate and sales volume. As the context of persuasion, product
attributes, e.g., category and price, also greatly influence the persuasion outcomes. However, they are largely overlooked by existing
works. In this paper, we propose a novel framework to study context-aware persuasion by designing a multi-tasking learning model and
performing extensive causal analysis. First, the prediction model recognizes the persuasive tactics employed in an advertising text and
predicts their promotion effectiveness. Specifically, we design a disentangled representation learning algorithm to capture the
persuasive tactics, and then develop a novel context-aware attention module to model the relationships between persuasive tactics and
product attributes. Experiments on a large-scale real-world dataset demonstrate the superior performance of our proposed model over
state-of-the-art baselines. Then we show its great practical value by conducting an in-depth causal analysis of context-aware results
that our model learns, which offers insightful interpretations and guidelines for marketers to employ persuasive tactics in textual
advertisements.
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1 INTRODUCTION

Web applications provide important services for online mar-
keting, such as online retail, online advertisements. Recently,
more businesses have recognized the tremendous potential
value of content on e-commerce websites, which also in-
spires the interests of researchers [1]–[4]. On e-commerce
websites, online textual advertisements are becoming in-
creasingly important, as customers can choose to interact
with the advertisement, e.g., clicking the product link, that
interests them. Undoubtedly, high-quality advertising text
is of great significance, which employs various persuasive
tactics to improve its promotion effectiveness. Therefore,
obtaining a better understanding of persuasion in the tex-
tual advertisement is especially important. It not only con-
tributes to promotion effectiveness prediction, but also leads
practitioners to know why their persuasive tactics work.
Figure 1 shows a typical example of online textual adver-
tisement, which includes textual content with a promoted
product (along with product info, e.g., price).

It is acknowledged that persuasive content contributes
to a good advertisement, while persuasion in advertisement
with computational methods has not been well-explored.
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Fig. 1. An example of textual advertisement, which contains two com-
ponents: advertising text and related product. The sentences are high-
lighted according to the used persuasive tactics.

The hypothesis that online textual advertisements affect
consumer behavior has been supported by prior empirical
studies [5]–[7]. Besides, [8] and [9] extracted predictive tex-
tual features of economic outcomes from product reviews.
However, these studies only used simple summary statistics
of text like length, readability. In addition, related studies
are concerned with lexicon discovery by using odds ratios
to select features and hierarchical regression to determine
their importance [10], [11]. Despite these explorations, we
propose that embedded in these advertisements are per-
suasion theories that affect consumers, which receive less
attention. In the meantime, persuasive communication has
been widely studied from various perspectives, including
persuasive essays [12], [13], crowdfunding [14], web argu-
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ments [15]. However, we still know little about the way how
to model the persuasion in advertisements computationally
and it also remains hard to analyze how it functions in
affecting the advertisement effectiveness with the corre-
sponding product.

In this paper, we propose a framework to study per-
suasion in online advertisement, where we jointly consider
multiple persuasive tactics and diverse contexts. The task
has not been well explored and is faced with the following
challenges. (1) it is difficult to operationalize persuasive
tactics, which are defined by the classic psychological the-
ory, in real-world advertisements practically. Since classic
theories are quite abstract and general, there exists a natural
gap between theories and real-world advertisements. Some
studies predict or assess persuasiveness with linguistic
features [15]–[17]. However, they cannot integrate explicit
knowledge of persuasion theory. (2) The relationships be-
tween persuasive tactics and contexts are complicated, and
the context, such as the product’s price and popularity,
can affect the effectiveness of persuasive tactics. Due to
the mixed employment of persuasive tactics and diverse
contexts, it is challenging to design effective modules to
capture their relationships. To the best of our knowledge,
there is no prior research taking the persuasion contexts
into consideration, which, however, is important to improve
the advertisement persuasiveness. (3) It is also essential to
understand the causal relationships between persuasive tac-
tics and contexts in addition to accurate prediction results,
which facilitates applications of our study in real-world
applications. Existing related works investigate factors that
are related to persuasiveness with various methods [16],
[18], such as important lexicon induction and examining the
effect of length scales. However, they only focus on basic
linguistic features and fail to offer high-level instructions
based on theories to improve persuasiveness.

To address the above challenges, we propose a frame-
work to model context-aware persuasion in online adver-
tisements. Specifically, we address challenge 1 by two steps.
We first operationalize multiple persuasive tactics based
on classic persuasion theories with rich expert knowledge.
Then, we design a GRU-based persuasion encoder to gen-
erate tactic-related representations, which is supervised by
a tactic classification task. The innovative utilization of
well-studied neural nets maps advertisement sentences to
persuasive tactics computationally. To address challenge 2,
we design a novel context-aware attention module, which
effectively model the relationships between multiple tactics
and diverse contexts. It is distinguished from the vanilla
attention mechanism by capturing the interactions. In this
way, we are able to model persuasion contexts more re-
alistically as employed persuasive tactics are often related
to promoted products. Last, we address challenge 3 with
two elaborate designs: learning disentangled tactic repre-
sentations and performing causal analysis to offer prac-
tical guidelines. Specifically, to improve the stability and
interpretability of tactic representations, we model distinct
tactics independently by reducing the spurious correlations
between different tactic embeddings. In addition, we design
a causal analysis, which use CEM to control for the con-
founders, to further reveal the causal relationships between
multiple persuasive tactics and diverse contexts. The novel

design of causal analysis provides insights to improve the
interpretability of DL models.

We evaluate our proposed model on a real-world
dataset, and the results demonstrate that modeling per-
suasion in a context-aware manner is significantly useful
in identifying persuasive tactics and measuring the pro-
motion effectiveness. By learning disentangled represen-
tations of persuasive tactics and leveraging the context-
aware mechanism, it outperforms state-of-the-art baselines
significantly, and achieves a 14.0% improvement in accuracy
of persuasive tactics identification, and reduces the MAE of
promotion effectiveness prediction by 11.3%. In addition,
we validate the utility of learning disentangled representa-
tions. The overall performance indicates that our method
can effectively model context-aware persuasion with high-
quality disentangled representations of persuasive tactics,
which provides a more accurate quantitative framework to
study persuasion in online advertisements.

In the causal analysis, we uncover the context-aware
mechanism, via the difference of attention weights between
the treated and control groups with a method for improv-
ing causal inferences called ”Coarsened Exact Matching”
(CEM) [19]. The detailed analysis provides insights into ap-
plying persuasive tactics in practice. For example, the social
proof tactic should be utilized with best-selling products but
not for niche products, and the price sensitivity could be
changed by using persuasive tactics: pricing tactic increases
the price sensitivity while nonprice tactics reduce it. The
findings of causal analysis offer insightful suggestions to
marketers for better persuasion in the textual advertisement.
Furthermore, we compare the causal analysis results be-
tween dataset with accurate annotation on persuasive tactics
and unlabeled dataset, whose persuasive tactics labels are
predicted by our model. The high consistency between
them demonstrates the models’ robustness, which has the
potential to be applied to datasets without human labeling.
In summary, our contributions are as follows:
• We investigate persuasive tactics in online textual ad-

vertisement and present a new paradigm for persuasion
modeling. To our best knowledge, it is the first attempt to
model context-aware persuasion in the commercial web.

• We propose a multi-task learning model CAPE, which
jointly identifies persuasive tactics and predicts their pro-
motion effectiveness. It outperforms existing state-of-the-
art baselines significantly on a real-world dataset, demon-
strating the essential roles of the proposed disentangled
representation learning and context-aware mechanism.

• We perform a causal analysis to understand the context-
aware mechanism, which provides valuable insights and
suggestions to marketers for generating more effective ad-
vertisements in real scenarios. Further comparison results
validate that our model facilitates the causal analysis of
unlabeled data, demonstrating the model’s generalization
ability and robustness.

2 PRELIMINARY

2.1 Research Context
We collect the dataset from Beidian1, one of the largest social
e-commerce platforms in China [20], [21]. After reading the

1. https://www.beidian.com
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advertisement posted on the website, customers can choose
to click the product link to get more detailed information
about the product. Figure 1 is a typical example of the
advertising text. The user, Della, posted an advertisement
to promote facial masks, during which she used several per-
suasive tactics, such as commitment and consistency, product
description and social identity, to increase the attractiveness.
We use the click-through rate (CTR) to represent the promo-
tion effectiveness score, as it is the number of reads divided
by the number of clicks, which reflects the effectiveness of
an advertising text. Briefly, CTR is the probability of a click
on the attached product link, given a consumer sees the
advertising text.

2.2 Persuasive Tactics

Researchers identify a set of persuasive tactics that affect
people’s reactions toward persuasion [22], including so-
cial proof, social identity, commitment and consistency, source
credibility and scarcity. Based on persuasion theories, we
operationalize persuasive tactics, including commitment and
consistency, social identity, social proof and credibility. We also
propose tactics considering our scenario with product pro-
motion: pricing, product description and motive. The selected
persuasive tactics cover four essential factors of product
promotion: product, reader, marketer, and other customers.
Then we examine that these persuasive tactics are com-
monly used and comprehensive in product promotion. We
introduce them as follows:

Social identity: Identity refers to people’s adoption of
particular groups and traits [23]. Social identity is defined
as peoples’ self-perception and self-concept of an existing
membership of social groups [24]. In the textual advertise-
ment, marketers describe their characteristics and traits to
increase customers’ sense of identity, so that it is easier to
persuade them. For example, marketers may express and
share their feelings about becoming new moms, and then
guide potential consumers to select diapers.

Social proof: People tend to act in conformity to the
majority of others and use others’ attitudes and behaviors
as cues, which is called social proof [25]. When promoting
products, marketers only show many others’ purchasing
behaviors, which is convincing enough to attract customers
to act. For example, many advertisers always inform con-
sumers when the products are best-selling or fastest-growing.

Credibility: Prior studies find the effect of source cred-
ibility on the recipients’ responses, indicating that higher
credibility gives rise to more behavioral compliance. [26].
In the textual advertisement, not only the authority of
marketers, but also the worthiness of promoted products,
enhance the credibility of promotion. For example, mar-
keters emphasize their expertise in the related field of the
promoted product. Besides, they stress the product’s famous
brand, the renowned spokesperson, or some expert certifi-
cations.

Commitment and consistency: It states that we desire to
be consistent with what we have done or decided before
to justify our earlier behaviors and decisions. A positive
relationship is reported between commitment and attitude
change in [27]. In the textual advertisement, this tactic
focuses on convincing others of their correct choices. For

example, practitioners commit that: I have bought it, or show
their consistency with previous behaviors: I will repurchase it
after running out.

Pricing: In many cases, price, serving as a stimulus to
attract customers to e-commerce, has a significant influ-
ence on online purchases [28]. According to [29], lower
prices contribute to increasing consumers’ probability of
purchasing from e-commerce. Thus, whether mentioning
the information of a better price in the text may have an
impact on customers’ behaviors. Expressions like low price,
cheap are regarded as the pricing tactic.

Product description: Marketers usually use detailed de-
scriptions to introduce products [30]. Therefore, we leverage
this expression as one of the persuasive tactics in the textual
advertisement. If the content of the text refers to the nec-
essary information of the product, such as appearance, use,
and function, we classify it as the product description tactic.

Motive: The tactic encourages consumers to purchase the
product by reasoning, which provides buying motivation.
Prior studies examine how the motive perceptions influence
customers’ likelihood of purchasing the product, and mo-
tives are thought to have a direct and motivating impact
on people’s behaviors [31], [32]. When promoting products,
marketers improve customers’ motivations to choose the
product by offering reasons for purchasing. For example,
alternation of seasons and climate changes are often men-
tioned to suggest purchasing season-related products.

Note that other persuasive tactics, such as the scarcity
tactic, which leads people to value the rare products, and the
liking tactic, which leverages good relationships to persuade
others, are also widely applied in marketing. However,
either there are not enough observed examples, e.g., scarcity,
or it is impractical to use them in text, e.g., licking, so we only
consider the operationalized persuasive tactics mentioned
above.

To present the framework of context-aware persuasion
study, we first introduce the prediction model in Section 3,
and then we examine the model’s performance of identi-
fying persuasive tactics and predicting advertisement ef-
fectiveness in Section 4. Subsequently, we perform exten-
sive causal analysis with large-scale observational data to
uncover the context-aware attention mechanism of mod-
eling interactions between persuasive tactics and product
attributes in Section 5.

3 MODEL

3.1 Overview

Problem definition: Let an advertising text T =
{S0, S1, ..., SL} consists of L sentences to promote a prod-
uct, and A = {a1, a2, ..., aq} consists of q attributes to
describe the product. The goal of the proposed model f is to
identify the sentence-level label pi of employed persuasive
tactics and predict the promotion effectiveness ŷi of the
advertising text, i.e., [p, ŷi] = f(T,A).

As a solution, we propose a deep multi-task learning
model: CAPE, which models the Context-Aware Persuasion
in online textual advertisement and measure the promotion
Effectiveness. We first design an attentional gated recur-
rent neural network as a persuasion encoder to identify
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Fig. 2. The overall architecture of our proposed model CAPE. After the input layer takes in the product attributes and advertising text, in the encoder
layer, the persuasion encoder generates the text-level persuasion representation and the one-hot vector of product attributes is transformed into
embeddings. Then the context-aware attention layer models the relationships by simultaneously generating attention weights on persuasive tactics
and product attributes, and develops new embeddings. Lastly, the output layer concatenates the embeddings and predicts promotion effectiveness.

sentence-level persuasive tactics. Then we learn disentan-
gled text-level representation for persuasive tactics with
a covariance regularization to improve the interpretability
and robustness of representations. Furthermore, we pro-
pose a novel context-aware attention module to capture
the relationships between persuasive tactics and product
attributes. Moreover, it allows us to better understand the
relationships by analyzing the learned attention weights.
The overall architecture of the proposed model is illustrated
in Figure 2. It is composed of four layers: (1) Input layer,
which takes in the textual features and representations of the
product attribute. (2) Encoder layer, where each advertising
text is encoded into a representation of persuasive tactics,
and product attributes are transformed to embeddings. (3)
Context-aware attention layer, which models the relation-
ship between persuasive tactics and product attributes. (4)
Output layer, which is used for promotion effectiveness
prediction. Overall, it is an end-to-end model with multi-
task learning. For easy understanding, we elaborate on the
technical details of the key modules of the model in the
following subsections.

3.2 Persuasion Encoder

First of all, our goal is to represent the textual advertisement
as persuasive tactics. Considering that an advertising text
consists of several sentences, which may use different per-
suasive tactics, we design a persuasion encoder to generate
each sentence’s embedding and classify it as persuasive
tactics. Gated Recurrent Unit RNN (GRU) [33] could be seen
as an effective tool to keep the long-term information of
the sequential input data, and we utilize it to encode the
semantic features of each sentence into a representation of
persuasive tactics. The architecture is shown in Figure 3.
To associate words with persuasive tactics, we present an
attention mechanism [34] to aggregate the hidden states
generated from GRU.

As pre-trained word vectors are utilized, we directly
adopt input embeddings of words from Tencent-AI lab [35].
For each element xt in the sequence, GRU computes a
hidden state ht at each time-step using gated mechanism to
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Fig. 3. The design of persuasion encoder. GRU net with an attention
mechanism encodes each sentence into persuasion embedding.

gather information of current memory h′t and the previous
hidden state ht−1. Given the sentence Si, word vectors from
wi,1 to wi,l are encoded into hidden state vectors from hi,1
to hi,l:

rt = σ(Wrxt + Urht−1) ,

zt = σ(Wzxt + Uzht−1) ,

ht = zt � ht−1 + (1− zt)� σ(Wsxt + rt �Usht) ,

(1)

where Wr,Wz,Ws ∈ Rh×n,Ur,Uz,Us ∈ Rx×h are pa-
rameters of the network and xt is the input at time t. σ is
the sigmoid function, and � is the Hadamard product.

After we obtain the hidden state vectors of each word
in the sentence, we leverage an attention mechanism [33] to
capture the tactic-related features and aggregate the word
embeddings into sentence-level representations. The process
can be formulated as follows:

si,j = uTαtanh(Wαhi,j + bα) , (2)

αi,j =
exp(si,j)∑l
k=1 exp(si,k)

, (3)

ei =
∑
j

αi,jhi,j , (4)
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where Wα and bα are parameters of the fully-connected
layer, and uα is a context vector of parameters serving as a
query, which is learnable and randomly initialized.

To assign concrete tactic meanings to the sentence rep-
resentations, we design a tactic classification task with
supervised learning. Here human labels based on expert
knowledge serve as ground truth, which provide infor-
mation of associations between sentences and persuasive
tactics. With such supervision, the hidden representation E
can be optimized to extract effective tactic-related features.
Specifically, we feed the embedding E = [e1, e2, ..., em]T

into a fully-connected layer and then to a SoftMax layer,
where m is the the number of sentences in a text. The
probability distribution matrix P ∈ Rm×k is calculated as
follows:

P = softmax(WpE + bp) (5)

where Wp and bp are parameters of the fully-connected
layer. The obtained matrix describes the probability distri-
bution of using different persuasive tactics, which is used
in the tactic classification task. Then we calculate the text-
level tactic representation by aggregating the sentence em-
beddings according to the tactic probability as follows:

Tp = PTE (6)

where Tp = [p1,p2, ...,pk]T denotes the employment of
persuasive tactics, h is the hidden size, and k is the number
of persuasive tactics.

3.3 Learning Disentangled Representations
Section 3.3: “Although we have obtained representations
of persuasive tactics with the supervision of expert labels,
there are probably multiple persuasive tactics in an adver-
tisement. As a result, different tactic embeddings can be
affected by each other and give rise to low expressive ability.
For example, if representations of tactic A and tactic B are
highly dependent, the model may perform well when both
tactics are employed but give unsatisfactory results when
only one tactic is used. Thus, it is important to avoid the
modelling of spurious correlations embedded in the em-
ployment of persuasive tactics. At this point, it is essential to
model distinct tactics independently to improve robustness,
which means high stability under distribution shift which is
mainly caused by spurious correlations hidden in the data.
Meanwhile, flexible modelling is also important as it is eas-
ier to transfer and adapt when adding or removing a tactic.
To achieve this goal, we propose to learn disentangled rep-
resentations of persuasive tactics. Here the disentanglement
means that representations model different persuasive tac-
tics independently, and each channel only captures patterns
of one desired persuasive tactic. By disentangled learning,
we obtain more robust representations, which means high
stability under distribution shift which is mainly caused by
spurious correlations hidden in the data. Figure 4 illustrates
the details of the disentangled learning.

Specifically, by utilizing the covariance regularization on
Tp, we reduce the mutual effect between different tactic
embeddings. First, we define the covariance matrix of the
tactic representations by:
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Fig. 4. The process of learning disentangled representations for persua-
sive tactics. AttGRU refers to the persuasion encoder.

C =
1

h
(Tp − T̄p)(Tp − T̄p)

T , (7)

where T̄p is the mean matrix with regard to each row and
it has the same shape with matrix Tp. Then we add a
l2 regularization term on all off-diagonal elements of the
covariance matrix, and the auxiliary loss is as follows:

LC =
1

2
(‖C‖2F − ‖diag(C)‖2F ), (8)

where ‖ · ‖F denotes the Frobenius norm. Note that this
objective is jointly optimized in the training process via
multi-task learning.

3.4 Context-aware Attention Module

As we discuss before, modeling context-aware persuasion is
essential, which, however, is not resolved by existing works.
In order to effectively model the persuasion in a context-
aware manner to improve our model’s generalization ability
and explainability, we design a novel context-aware at-
tention module, which can further explore the relatedness
between persuasive tactics and product attributes. It learns
the contributing weights from different channels to exploit
the interactions between features for prediction, and serves
as a bridge to link persuasive tactics and the context. Specif-
ically, it emphasizes crucial feature channels in predicting
the promotion effectiveness and aggregates feature channels
with corresponding attention weights. The design of this
module is shown in the context-aware attention layer of
Figure 2.

Given the persuasion matrix Tp ∈ Rk×h and product
matrix A ∈ Rq×d from two aspects, we summarize each
feature map with avg-pooling and obtain the embedding
a and p with q and k channels, respectively. The goal is
to generate attention weights for each channel. We concate-
nate the two embeddings into x and utilize two FC/MLP
layers connected with the softmax function parameterize
the context-aware process. We depict the context-aware
attention operation as follows:
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ai = mean(Aij) , j ∈ [0, d− 1], (9)
pi = mean(Tij) , j ∈ [0, h− 1] ,

x = [a,p] , (10)
α = Fca−ex(x,Wa) = softmax(Wa2δ(Wa1x)) , (11)
β = Fca−ex(x,Wp) = softmax(Wp2δ(Wp1x)) ,

where α, β are attentional weights over the feature
channels respectively, and δ is the ReLU function, and
Wc1,Wc2,Wp1,Wp2 are learnable parameterized matrixes
of the MLP network.

The final output embeddings of product feature and
persuasion feature, which consider each other, are obtained
by aggregating the original feature map with channel-wise
attention weights as follows:

a′ = αTA , (12)

p′ = βTTp (13)

3.5 Output and Loss Function

In order to predict the promotion effectiveness, we feed
the concatenated vector into the output layer. Two fully
connected layers are used for the task:

ŷ = W2(σ(W1[a′,p′] + b1)) + b2 , (14)

where W1,W2,b1,b2 are parameters, and x is the concate-
nated vector from the context-aware attention layer. Here
we apply ReLU as the non-linear activation function σ.

The model is trained end-to-end with multi-task learn-
ing. The loss function consists of four parts: (i) The cross
entropy loss for persuasive tactics classification:

Lp = − 1

M

M−1∑
i=0

K−1∑
k=0

yi,klog(pi,k) (15)

where M denotes the number of labeled texts, K is the
number of persuasive tactics, yi,k ∈ {0, 1} refers to the
human label in the sentence si.
(ii) The mean absolute error loss for effectiveness prediction
on labeled data Llabel and (iii) unlabeled data Lun:

Llabel =
1

M

∑
y1∈DL

|y1 − ŷ1| (16)

Lun =
1

N

∑
y2∈DU

|y2 − ŷ2| (17)

whereM is the number of labeled texts andN is the number
of unlabeled texts. y1 is the ground truth of effectiveness
score and ŷ1 is the prediction result in the labeled data,
while y2 is the ground truth of effectiveness score and ŷ2
is the prediction result in unlabeled data.
(iv) The covariance regulization loss LC to disentangle
different persuasive tactics as described in Eq. (8):

LC =
1

2
(‖C‖2F − ‖diag(C)‖2F ) (18)
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(v) In addition, we also add l2 regularization loss Lr to
prevent overfitting.

Lr =
∑
Θ∈P

‖Θ‖2 (19)

where P denotes the set that contains all the parameters in
the model.
Therefore, the combined loss function is as follows:

L = βLp + ηLlabel + (1− η)Lun + λLC + µLr (20)

where β, η, λ, and µ are hyper parameters. We use hyper
parameter η to control the penalization for labeled data and
unlabeled data, a hyper parameter β for trading off the two
tasks, and a hyper parameter λ to control the covariance
regularization. During the training phase, we use Adam
optimizer to optimize the model parameters by minimizing
the loss function in a mini-batch mode.

4 EXPERIMENT

4.1 Dataset
The dataset is collected from one of the largest social e-
commerce platforms in China, which provides the oppor-
tunity of studying the problem. On the platform, users are
motivated to recommend products to others, which offers
rich research data for the problem. Textual advertisement
is a typical method for promotion, which exploiting posted
text to introduce and recommend products. Here we use
the click-through rate (CTR) to represent the promotion ef-
fectiveness, which is a commonly used index to measure the
effectiveness of advertisement. We calculate the CTR of each
text as the clicks divided by impressions in three months.
The dataset covers posted advertisements in a period of six
months, and we finally obtain 8823 advertising texts in total.
In terms of product attributes, we have the information on
category, price, popularity, brand level, gender and age.

We sampled 150 messages for each fixed message length
ranging from one sentence to eight sentences and obtain
1200 texts for persuasive tactics labeling. Then we ask two
annotators to label each sentence in the text and provide
detailed descriptions and examples of the persuasive tactics.
Specifically, we label each sentence as the most matching
one of the operationalized tactics, and label it to other
if none of the tactics are used. We obtain an intra-class
correlation coefficient (ICC) of 0.758, which shows good
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consistency among annotators [36]. For the samples that
two annotations disagreed, we asked another annotators to
judge them and labeled the sentence as two of them agreed.
Figure 5 illustrates the tactic distribution in labelled data,
and we can see that tactics are not uniformly distributed.
It is observed that Product Description is the most dominant
tactic, which is in line with our intuitions. Besides, the per-
centage of Social Identity, Commitment and Consistency, and
Motive are all around 15%, which is moderately leveraged.
The remaining tactics are less used relatively but still have
adequate samples considering the total annotation amount.
In order to train the model, we randomly split the data into
the training set, validation set, and test set by 8:1:1.

4.2 Baselines

We compare the performance of our model with the state-
of-the-art methods from three research lines to show its
effectiveness, including those that only focus on tactic clas-
sification, those that complete the two tasks with multi-task
learning, and those that incorporate features of product at-
tributes to assist effectiveness measurement. The first group
is proposed to predict sentence-level persuasive tactics and
consists of:
• SVM [37] Support Vector Machine (SVM) is a competi-

tive classic classifier, which is widely-adopted in NLP
tasks [15]–[17]. Here we use RBF [38] kernel and TF-
IDF [39] features.

• GRU [33] Gated Recurrent Unit RNN (GRU) is an effective
tool to process input sequential data. Here we use the
last hidden states of the sentence as features to classify
persuasive tactics.

• bi-GRU [33] It is similar to GRU, and obtains the last
hidden states with bi-directional GRU.

The methods in the second group utilize a hierarchical
network, which is widely used in multi-task learning, to
classify persuasive tactics and predict the promotion effec-
tiveness in the meantime, and they are as follows:
• HAN [40] Hierarchical Attention Networks (HAN) is famous

for first using hierarchical networks and attention mecha-
nism to obtain the text embedding. We utilize this method
as a baseline, where the word encoder generates embed-
dings for tactic classification, and the sentence encoder
outputs the text embedding.

• Semi-Att Net [41] Semi-supervised attention net (Semi-Att
Net) is state-of-the-art method to model persuasion strate-
gies, which utilizes semi-supervised learning to improve
the performance.

In addition, for a fair comparison, we also use FM
and Semi-Att Net that incorporates features of product
attributes:
• FM [42] Factorization Machine(FM) is a competitive base-

line for feature interactions through a pairwise inner prod-
uct. Here we use features of text and product attributes as
input to predict the promotion effectiveness.

• Semi-Att Net-C Combined (-C) denotes that it takes in the
concatenated embedding of persuasive tactics and prod-
uct attributes for predicting promotional effectiveness.

Finally, we also summarize our complete model and its
variant as follows:

• CAPE-base It is a basic version of our model, where we
do not disentangle different persuasive tatics.

• CAPE It is the complete version of our model as shown in
Figure 2.

4.3 Experimental Settings

We split the text into sentences and then tokenize each
sentence at the char level [43]. Here, the data structure
contains two sequence levels: the word sequence into a
sentence and the sentence sequence into a text. Specifically,
we use the Tencent AILab Chinese Embedding model [35] to
initialize the word embeddings, which is widely adopted in
academia and industry [44]–[46]. In the adopted model, over
8 million Chinese words are pre-trained and 200-dimension
word vectors are generated.

Specifically, to maximize the utility of the dataset and
improve the model’s performance, the labeled data and
unlabeled data are both utilized with semi-supervised learn-
ing. Following the existing work [41], for the multi-class
classification, we use Accuracy, F1 score, Precision, and
Recall to evaluate the performance, and the metrics are
computed as the arithmetic mean of per-class results. For
the promotion effectiveness prediction task, we evaluate
the prediction results by Mean Absolute Error (MAE) and
Root Mean Square Error (RMSE), which are widely used in
regression tasks [47]–[49].

The dimension of the pre-trained word embeddings is
200. Specifically, we fix the hidden size of GRU as 64 and
the embedding size of each product attribute as 32. We
train the model parameters with Adam optimizer regular-
ized by early stop and set the mini-batch size as 32. In
addition, we set the balancer β to be 0.1 via searching in
a set of {0.01,0.1,1,10,100}, and search the regularization
weight λ from {1e-3,1e-4,1e-5}. Besides, we also search
for the balancer η and set it to be 0.5. We initialize the
learning rate as 1e-2 and reduce it dynamically by 0.1.
The complete implementation of our model are available
at https://github.com/tsinghua-fib-lab/CAPE.

4.4 Overall Performance

We present the overall performance results in Table 1 con-
cerning Accuracy, F1 score (Macro), Precision (Macro), Re-
call (Macro), MAE, and RMSE. We compare our proposed
CAPE model with baselines in three groups. From these
results, we summarize key observations and insights as
follows:

• Model Effectiveness From results in Table 1, we can find
that our proposed model CAPE significantly outperforms
over baseline methods in both tasks and achieves state-
of-the-art performance in terms of all metrics. Compared
to the nearest baseline competitor, Semi-Att Net-C, our
complete model CAPE improves the accuracy by 14.0%,
and the F1 score by 9.3%, and reduces the MAE by 11.3%,
and the RMSE by 10.0%, which proves its effectiveness.

• Multi-task learning works better than single-task learn-
ing, and semi-supervised learning is effective. Baselines
in the group 1 cannot perform well, which can be ex-
plained as the information on promotion effectiveness has
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TABLE 1
The overall performance of baseline methods and our model.

Persuasive Tactic Classification Effectiveness PredictionModel Accuracy Macro F1 Macro Precision Macro Recall MAE RMSE
SVM + TF-IDF 0.335 0.331 0.345 0.295 - -

GRU 0.475 0.317 0.311 0.343 - -
bi-GRU 0.381 0.491 0.380 0.395 - -
HAN 0.397 0.474 0.382 0.429 0.0826 0.1041

Semi-Att Net 0.477 0.516 0.469 0.501 0.0800 0.0997
FM - - - - 0.0774 0.0956

Semi-Att Net-C 0.456 0.515 0.452 0.469 0.0773 0.0947
CAPE-base 0.516 0.536 0.521 0.516 0.0707 0.0881

CAPE 0.544 0.564 0.592 0.530 0.0685 0.0852

the potential to benefit the recognization of persuasive tac-
tics. Despite this, bi-GRU improves the classification per-
formance from 0.335 to 0.381 of accuracy, demonstrating
the advantage of neural networks in feature extraction.
Compared with group 1, baselines of the group 2 give
better experiment results of the classification of persua-
sive tactics, which validate that the supervision from the
global label (promotion effectiveness) assists the local task
(persuasive tactic classification). In addition, the semi-
supervised learning method improves the performance
in both tasks, which increases the F1 score from 0.474
to 0.513 and reduces the MAE from 0.0826 to 0.0789,
further indicating a promising solution for tasks only with
small amounts of the expensive human-labeled dataset.
Though the attention mechanism’s improvement is miner,
it contributes to understanding the association between
words and persuasive tactics.

• Our context-aware attention module effectively captures
the relationships between persuasive tactics and product
attributes. Despite the moderate performance of persua-
sive tactic classification, the results of the effectiveness
prediction task in the group 2 are not satisfying. We guess
the reason for such results is that the outcome of persua-
sive tactics is correlated with the context, which can be
described as product attributes. We present experimental
results of baselines in the group 3, which consider features
of product attributes. On the one hand, we observe that
incorporating the information of product attributes con-
tributes to promotion effectiveness prediction, which ver-
ifies the necessity of considering the context of persuasion.
On the other hand, the results indicate that just combining
the features (Semi-Att Net-C) or exploring the second-
order feature interaction (FM) are not significantly useful,
so the challenge of modeling the complicated relationship
remains unresolved by existing works. Particularly, the
CAPE-base model not only produces better results of
effectiveness prediction, which achieves an 11.3% MAE
reduction compared with the best baseline method, but
also improves the classification task by 14.0% accuracy
increase. This confirms the utility of our context-aware
attention module, which can effectively capture the rela-
tionships and interactions.

• Disentanglement of different persuasive tactics is essen-
tial. CAPE-base, a basic version of our proposed model,
generates representations without disentangling different
tactics. Although CAPE-base outperforms baselines, it is

worth exploring the utility of the disentanglement of per-
suasive tactics. We observe that, with disentangled rep-
resentation learning, our whole model (CAPE) achieves
better performance than the CAPE-base model, which
improves the accuracy from 0.516 to 0.544, and reduces
the RMSE from 0.0881 to 0.0852. On the one hand, the im-
provement validates that it is significant to leverage sep-
arate embeddings for different persuasive tactics, which
facilitates better prediction outcomes. Besides, the disen-
tanglement of different persuasive tactics also makes our
model highly interpretable, which is crucial to persuasion
modeling.

4.5 Hyper-parameter Sensitivity Analysis

To explore how different hyper-parameters affect the
model’s performance, we further study the sensitivities of
several key hyper-parameters by varying them in different
scales. Specifically, we investigate the proportion of used
unlabeled data in the training process and the parameter
β, which balances the two tasks. The result of different
proportions of used unlabeled data is shown in Figure
6(a). Note that we use all the labeled data and vary the
proportion of used unlabeled data. We observe that as more
unlabeled texts are included in the training process, the
performances on both tasks are improved as well, which
shows the utility of the semi-supervised learning method.
Figure 6(b) presents the influence of β. Among all the
parameter settings, we observe that as β increases from
0.01 to 10, performances of both tasks are improved, and
β = 10 delivers the best performance. Besides, we find
that the prediction error decreases as the classifier is more
accurate, which validates the important role of persuasive
tactics. An interesting observation is that the accuracy drops
as β increases to 100, denoting assigning more weight to
the classification task. It suggests a mutually reinforcing
relationship between the two tasks.

In conclusion, experiment results validate the effective-
ness of our proposed model. Moreover, the utility of our
specially designed method, including learning disentan-
gled representations and context-aware attention module,
is verified. Further analysis of hyper-parameters shows the
advantage of semi-supervised learning and demonstrates
the essential roles of persuasive tactics in promotion effec-
tiveness prediction.
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Fig. 6. Results of hyper-parameter sensitivity analysis on the proportion
of used unlabeled data and the balancer β.

4.6 Disentangled Representations Analysis

The performance of CAPE over CAPE-base illustrates the
effectiveness of disentangled representation learning. To
better understand how this task contributes to the modelling
of persuasive tactics, we carry out further studies to inves-
tigate the effect of disentangled learning. Specifically, we
visualize the learned persuasive tactic embeddings in our
model using t-SNE [50]. Figure 7 shows the results of the
learned embeddings with and without the disentanglement
task. We can observe that with this task, embeddings are bet-
ter clustered according to persuasive tactics. However, when
we remove it, the distribution of tactic embeddings becomes
messy and there are obvious overlapping phenomena. The
visualization results demonstrate that the disentanglement
design can separate embeddings better for different tactics.
In summary, the embedding visualization in Figure 7 and
the performance improvements of our prediction model
both confirm the effectiveness of the disentanglement on
learning high-quality representations.
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Fig. 7. Visualizations of the learned tactic embeddings with and without
the disentanglement task.

5 CAUSAL ANALYSIS WITH LARGE-SCALE OB-
SERVATIONAL DATA

Though our CAPE model achieves remarkable performance
on persuasive tactics identification and promotion effective-
ness prediction, it remains unknown how it can be applied
in practice. This subsection builds on the revealed insights
in performance analysis that the context-aware mechanism
contributes to the prediction, and desires to provide deeper
insights into applications, which can also disentangle the
explanatory power of the proposed model. As a result, the
research is based on discovering knowledge from large-
scale observational data. Moreover, we are interested in

the causality that analysis reveals, which serves great ro-
bustness and guarantees high interpretability. To achieve
such a goal, we conduct a causal analysis to investigate
the mechanism of context-aware. Specifically, for persuasive
tactics, the context is product attributes, and for product
attributes, the context is the employment of persuasive tac-
tics. Therefore, we conduct two paralleled analyses: one is to
explore the roles of persuasive tactics with different product
attributes; the other focuses on analyzing how employing
specific tactics affects the sensitivity to product attributes. In
summary, the causal analysis aims to answer the following
research questions effectively:

• RQ1: How the context influences the effect of persuasive
tactics?

• RQ2: How using persuasive tactics affects consumers’
sensitivity to product attributes?

• RQ3: Can our CAPE model extract useful information
from unlabeled behavioral data?

To answer the above research questions, we investigate
the attention weights that our model has learned. By group-
ing the results according to the value of the studied variable
A, we investigate the differences of attention weights of
target variable B between groups, where we could explore
A’s influence on B. Note that product attributes and the
use of persuasive tactics can both serve as the grouping
variable. However, the problem is that the data we collected
is observational data. Thus, the effect of a specific attribute
is likely confounded by other attributes. Similarly, the effect
of using one persuasive tactic might be influenced by other
tactics’ employment. As a result, a simple grouping method
might give rise to biased results. One solution is to conduct
controlled experiments. However, it is not infeasible to
conduct controlled experiments in our scenario because we
cannot control one’s decision to use persuasive tactics, and
we also cannot control the product attributes. To tackle this
issue, we apply Coarsened Exact Matching (CEM) [19], a
recently developed causal effects estimation method that
controls for the confounding influence. Its basic idea is to
control covariates that affect both the treatment and the
outcome and rebalance the covariates’ data distribution
between the treated and control groups. Theoretically, after
matching, the only difference between the treated and the
control group is the specific grouping variable, such as the
product attribute or whether the advertising text uses a
given persuasive tactic. Therefore, the difference we observe
between the two groups must result from the factor we focus
on.

In particular, we conduct causal analysis on both unla-
beled data and labeled data to validate our model’s gen-
eralization ability, which is of valuable significance since
human annotation is expensive and time-consuming. For
the labeled dataset, we have accurate sentence-level labels
of persuasive tactics. For the unlabeled dataset, we utilize
the proposed model to predict the result, where the values
denote the probabilities of employing persuasive tactics in
the text. To represent the use of persuasive tactics in the
text with predicted values, we take the top 10% values as
the treated group since the persuasive tactic is most likely
employed in this advertisement text, and the remaining are
treated as the control group.
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TABLE 2
Results of percentage change of persuasive tactics’ attention weights with product attributes as context. We treat the first line in Groups as the

control group and the second line as the treated group. The values in the table denote the percentage change of the treated group compared with
the control group. * indicates that the difference between groups is significant for p<0.05, and ** indicates that the difference is significant for

p<0.01. The significant results are bolded.

Attributes Groups Matched/all Pricing Description Credibility Commitment Identity Proof Motive

Price low 395/464
high 186/254 -8.0%* +7.1% -10.6%* +6.5% +10.8%* -1.0% +12.5%*

Category food 169/205
cleaning 192/227 -12.6%* -66.4%** +16.7%* -35.8%** -32.7%** +6.8% +51.7%**

Brand level low 229/386
high 382/657 -0.95% -24.2%** +6.9% -10.1% +13.1%* +14.5%* +13.4%*

Popularity low 370/488
high 204/299 +2.3% -18.6%** -6.5% -8.8% -14.8%** +15.3%** +13.6%*

Gender male 111/134
female 279/282 +23.7%* +1.5% -8.73%* -4.6% -8.7%* +14.6%* -18.7%*

Age old 119/123
young 305/322 +35.2%* -9.5% -7.1% -10.8%* +46.5%** +13.5%* +2.7%

5.1 Context-aware Persuasive Tactics (RQ1)

In the previous section, we introduce modeling the per-
suasion in a context-aware manner, where we consider the
product attributes’ influence on tactic importance. Here we
aim to better understand the roles that product attributes
play. To achieve the target, we divide the data into several
groups according to attribute values, and the first line in
Groups in Tabel 2 serves as the control group, and the sec-
ond line is the treated group. The percentage values denote
the percentage difference of the treated group compared
with the control group. The following are the key insights
that we observe.

Shall we leverage social proof in all cases?
Social proof [25] tactic is employed to encourage behav-

iors of following others by showing the endorsements from
other people, where consumers’ conformity is exploited.
Differently, social identity [24] tactic focuses on emphasizing
unique characteristics to inspire the consumers’ sense of
identity, and sequentially increases the click propensity.
Obviously, the two tactics promote products from differ-
ent aspects, and we compare their roles, considering the
popularity of products (see Table 2). An interesting obser-
vation is that social proof tactic becomes more critical with
popular products (15.3% increase). In contrast, social identity
captures more attention in products with low sales (high
sales products decrease the attention weight by 14.8%). It
is probably because high sales products are appealing to
more consumers. Due to the product’s characteristics, such
as the latest fashion, it is easier to trigger and leverage peo-
ple’s conformity [51]. However, things are different in niche
products whose sales are relatively low, as they are likely
provided for specific crowds. The attention weight rise of
social identity under this circumstance can be explained that
the tactic describes the characteristics of groups that would
most benefit from the product, and it exactly meets niche
products’ specialty, which accounts for its benefits. There-
fore, social proof tactic is suggested for popular products,
which emphasizes others’ behaviors to convince consumers,
and social identity tactic shows the potential to be utilized
when promoting niche products whose attributes could not
inspire consumers’ conformity.

Is the pricing strategy always useful?

It is traditionally acknowledged that pricing strategy is
effective in attracting customers as they need to pay less
money. However, we observe that low prices are not so
important in some cases. For example, in the context of
high-price products, the pricing tactic’s attention weight is
reduced by 8.0%, indicating a less important role in pre-
diction. On one hand, pricing tactic maybe less employed
for products at high prices. Besides, the observation could
be supported by prior studies, which found a significant
negative relationship between price and perceived value
of products [52], [53]. It is probably because the perceived
value serves as a vantage point for high-price products,
and the price could affect the perceived value to a certain
degree as it sometimes reflects the quality. As a result, the
low price strategy may fade into insignificance in these
cases as it reduces the perceived value. Although a high
price does not guarantee high-quality perception, a low
price could form low-quality impressions. Therefore, pricing
tactic contributes more to low-price products, where the
price could be treated as a selling point. But for high-
price products, the message that high price delivers has
demonstrated the product’s positioning, so emphasizing
lower prices than others becomes eclipsed. Besides, we also
find that the attention weight of pricing tactic is increased in
products for women (23.7% increase) and products for the
young (35.2% increase), implying that these groups are more
likely to be attracted by low prices, and it provides insights
to leverage pricing tactic to promote such products.

Do you have motives to click?
Customers’ motivation is prominent in clicking behav-

iors, and giving reasons for purchasing contributes to
arousing consumers’ interests. We observe that motive tac-
tic becomes significantly more important in higher price
and higher brand level products. Following our intuitions,
people tend to perform a more in-depth analysis under
these circumstances; therefore, persuading through reason-
ing makes sense. Interestingly, we find that motive tactic
is also more important in products with high sales(13.6%
increase), suggesting that even for popular products, in ad-
dition to leveraging the conformity, reasoning also benefits
and exerts effects.

In summary, we verify the fact that effect of persuasive
tactics varies by context, and explore how the context in-
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TABLE 3
Results of percentage change of product attributes’ attention weights with persuasive tactics as context. Note that no and yes in Groups denotes

whether the persuasive tactic is used. The settings of treated and control groups and the significance indication is the same as Table 2.

Persuasive tactics Groups Matched/all Price Category Brand Gender Age Popularity

Pricing no 595/1111
yes 117/125 +16.8%** +0.94% -0.90% 0.0% -15.4%* -0.96%

Description no 581/677
yes 504/559 -23.5%* +18.6%* -4.4% -16.5%* -23.8%* +19.4%*

Credibility no 449/1165
yes 66/71 +3.4% -4.2% +1.8% +1.4% +2.3% -3.1%

Commitment no 721/913
yes 297/323 -10.3%* +6.2% +1.8% -7.7% +6.8% +5.0%

Identity no 717/929
yes 290/307 -16.3%* +9.6%* 0.91% -10.6%* -14.5%* +15.3%*

Proof no 622/1107
yes 120/129 +2.8% -1.2% +0.90% +1.6% +2.0% -2.0%

Motive no 6682/1072
yes 162/164 -17.2%** +11.5%* -2.7% -12.7%* -17.6*% +12.1%*

fluences persuasive tactics. For example, social proof and
social identity tactics should be utilized in the consideration
that if the product benefits most consumers or just for
specific crowds. We also find that low prices are not so
effective under some circumstances as the possibly formed
low-quality impressions. In addition, motive tactic is also
useful for popular products which are always promoted by
leveraging consumers’ conformity.

5.2 Context-aware Product Attributes (RQ2)

It is also meaningful to investigate the causal effects of
employing persuasive tactics, which can reveal the per-
suasion’s influence on attribute sensitivity. For product at-
tributes, the context is the use of persuasive tactics. Specifi-
cally, we obtain each text’s employment of persuasive tactics
from the model. Similarly, we calculate the treatment effects
of using persuasive tactics based on CEM. Table 3 shows the
results, and the values denote the relative change of product
attributes’ attention weight with the persuasive tactic used
compared with the control group, where the tactic is not
used. The following are the key observations.

Persuasive tactics can change the price sensitivity
Price sensitivity can be defined as the weight attached

to price when consumers evaluate the product’s attractive-
ness [54]. We observe that employing the pricing tactic leads
to a higher price sensitivity (the attention weight on price
attribute has a 16.8% improvement). We may explain this
from two aspects. One is that the price sensitivity of existing
consumers might be increasing as consumers receive more
price information; thus, they compare the attribute more
actively and increase its importance in decision making [55].
Another is that low prices attract more price-sensitive cus-
tomers. In addition, we also find that using some nonprice
tactics reduces the price sensitivity, including commitment
and consistency, description, socia identity, motive tactics, im-
plying that consumers exposed to other information become
less price sensitive. A possible explanation is that consumers
simply no longer pay attention to the price attribute without
price-related information. In summary, persuasive tactics
could be employed to change consumers’ price sensitivity.
If the price attribute is expected to be emphasized as an
advantage, practitioners may use the pricing tactic. On the

other hand, when expecting a low price sensitivity, nonprice
strategies lead to the goal.

Persuasive tactics’ effects are correlated with cate-
gories.

We observe that the usage of some persuasive tactics
leads to higher attention weight on the category attribute.
It is consistent with results in Q1 that the attention weights
of persuasive tactics are different across categories. Tabel 3
show that when using descirption, commitment and consis-
tency, social identity or motive, the attention weight on cat-
egory attribute has been increasing, indicating that the im-
pacts of persuasive tactics are not consistent across different
categories, that is to say, whether the use of the tactic
benefits the promotion effectiveness depends on the product
category.

The above analysis reveals that employing persuasive
tactics can change consumers’ sensitivity to product at-
tributes. Moreover, it suggests that practitioners can utilize
appropriate persuasive tactics to increase or reduce con-
sumers’ attention to the target product attribute.

5.3 Generalization Analysis (RQ3)

The model’s application in datasets without annotation is
of great significance since human labeling is costly and
time-consuming. Therefore, we compare the causal analysis
results between ground truth and model predictions to
assess the model’s reliability and generalization ability. For
the labeled dataset, we know the ground truth that whether
a persuasive tactic is used in an advertising text; for dataset
without annotation, the employment of persuasive tactics
is predicted by the model. Specifically, if the changes are
significant and have the same sign, or are both insignificant,
we take the pair as a consistent case. We have obtained 42
results in total (note that there are seven persuasive tactics
and six product attributes), among which only five cases are
inconsistent. Meanwhile, we examine that the key insights
we provide in the causal analysis are all consistent between
ground truth and model predictions. The experiment indi-
cates that the causal analysis results are largely consistent,
which validates that the analysis is reliable and the obtained
insights from it are valid. Furthermore, it demonstrates
the effectiveness and generalization ability of our proposed
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model, which could be generalized to datasets without label
annotation.

To summarize, the causal analysis explains why the
context-aware mechanism works and how the context af-
fects the persuasion process, which illustrates the superior
interpretability of the proposed method.

6 RELATED WORK

This study touches on three research strands, including
classic persuasion theories, NLP technologies, and compu-
tational analysis of textual advertisement as follows:

Persuasion Theories Persuasion has long been studied
in a wide range of fields, which motivates a desirable atti-
tude or behavior change. There are two classic persuasion
models, which are widely used and recognized. One is
Chaiken’s systemic-heuristic model, which explains how
recipients process persuasive messages [56]. The other is
the Elaboration Likelihood Model (ELM) [57], which is pro-
posed by Pretty and Cacioppo and uses central-peripheral
processing to explain how people process social informa-
tion. They both suggest that people perceive persuasive
messages in the dual process. Systemic processing and cen-
tral processing refer to an in-depth analysis of the quality of
the argument. In contrast, persuasion occurs with heuristic
processing and peripheral processing, in which the message
recipients exert less effort in assessing the argument. Based
on classic persuasion models, researchers find that process-
ing information in both routes influences people’s reactions
to persuasion [58], [59]. Studies on persuasion also find that
the resistance of attitudes, which is formed through two
processing, could be different [60]. In this work, we borrow
persuasion theories and operationalize a set of persuasive
tactics based on the classic persuasion models.

Deep Linguistic Methods Recently, the rapid devel-
opment of natural language processing technologies con-
tributes to modeling textual features. For example, Long
Short Term Memory (LSTM) networks [61] replaced the
Vanilla Recurrent Neural Network to solve the problem
of gradient vanishing and explosion. Besides, other deep
linguistic models, such as bidirectional lstm [62], which
processes the context in two directions, and Gated Recurrent
Unit RNN (GRU) [33], which extracts the necessary compo-
nents in LSTM learning with fewer parameters, also show
their advantages in processing sequential data. In addition,
attention mechanism [34], which is one of the core and
practical innovations in NLP, improves computing efficiency
compared with RNN-based models. We base our persuasion
encoder module on GRU, and leverage the attention mech-
anism to associate words with persuasive tactics.

Computational Analysis of Textual Advertisement It is
a typical problem to predict the effectiveness of the online
textual advertisement. Odds ratios are used for selecting im-
portant features [10], and researchers also induce persuasion
lexicons from product descriptions that are predictive of
sales [63]. In addition, the predictive relationship between
textual advertisement and behavioral responses is studied
from different perspectives. Sentiment information is ex-
tracted to assist sales prediction [64], and semantic product
descriptions are investigated for the design of recommender
systems. Apart from these, Pryzant et al. [65] have studied

how the deconfounded writing style impacts an ad’s perfor-
mance. There are also a wide range of studies on automated
text generation, including health-related advertisement de-
rived from web pages [66], product descriptions [1], [2] and
review response [3] on e-commerce websites. Importantly,
little prior work in this problem seeks to investigate the tex-
tual influence on consumers’ behaviors from a perspective
of persuasive tactics with reference and principled method.
Different from prior studies, we conduct a computational
analysis of persuasive tactics in the textual advertisement in
a context-aware manner, which provides a new analytical
framework for computational studies in this field.

7 CONCLUSION

In this paper, we operationalize a set of persuasive tactics
that are widely used in textual advertisements based on
persuasion theories. We present a novel framework to study
persuasion process in online advertisement by quantifying
used persuasive tactics in advertisement, predict promo-
tional effectiveness and examining causal effects of the
context. To the best of our knowledge, our work is the first
to model context-aware persuasion.

Experiments on a large-scale real-world dataset show
that our proposed model CAPE greatly outperforms ex-
isting baselines, which not only classifies sentence-level
persuasive tactics more accurately, but also better predicts
the advertisement’s promotion effectiveness. In addition to
showing the prediction power of our model, we further
demonstrate that it provides insightful guidelines for uti-
lizing persuasive tactics in real-world advertisements by
performing causal analysis with large-scale observational
data. Our study suggests a number of further directions. In
particular, the specially designed disentangled learning gen-
erates high-quality and highly interpretable representations,
which shed light on persuasion studies using the disen-
tangled representations. In addition, the context-aware per-
suasion we study also motivates the further development
of personalized advertisements that incorporate customers’
features as the context in the meantime. Moreover, a par-
ticularly promising direction for future work is to maximize
advertisement effectiveness by applying persuasion theories
in automatic text generation.
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